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Abstract 

The requirements of Industry 4.0 determine the necessity to change thinking in the field of production 

development, adopted management methods and modernisation of production resources. When planning the 

implementation of a new production system (or retrofit), it is possible to use the RAMI 4.0 reference model, 

which was published in April 2015 by the VDI/VDE Society Measurement and Automatic Control. A key 

aspect of modern industrial systems is connectivity and trouble-free data exchange. In the case of data 

exchange, the basic element holding back the development of Industry 4.0 is the lack of standardisation, as well 

as the lack of interoperability between IIoT network nodes. Modern IIoT applications require high network 

throughput, low latency and reliability. In view of such guidelines, efficient communication standards and 

specialised equipment are required. Edge Computing is one of the most important technology trends of the 21st 

century that will play a key role in the IIoT market. Due to the diversity of available technologies and solutions, 

no universal standards have been developed to date that can be referred to when planning, building and 

implementing new applications. The article presents an overview of the most popular industrial communication 

protocols and their systematisation in terms of meet the requirements for IIoT devices. 
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List of Symbols/Acronyms 

 

IIoT - Industrial Internet of Things 

INT - Integer 

IP - Internet Protocol 

KB - Kilobyte 

M2M - Machine to Machine 

MQTT - Message Queue Telemetry Transport 

OPC - Open Platform Communications 

PLC - Programmable Logic Controller 

QoS - Quality of Service 

RTU - Remote Terminal Unit 

SCADA - Supervisory Control And Data Acquisition  

SSL - Secure Socket Layer 

TCP - Transmission Control Protocol 

TLS - Transport Layer Security 

UA - Unified Architecture 

 

1. INTRODUCTION 

 

Industry 4.0 is a term that has been on the market 

for many years, and yet there are still many different 

ways of interpreting it. The idea is to use digitization, 

processing and exchange of huge amounts of data. It 

is important to note that their implementation should 

not be a goal, but only a tool to achieve business 

benefits [1]. Modern industry should connect people 

and machines and be based on the automatic 

collection and processing of large data sets, enabling 
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automatic reporting and optimization of production 

processes [2]. 

Improving the production cycle requires 

permanent monitoring of dynamic processes. The 

fourth industrial revolution involves the transition 

from estimating the condition of devices (visual 

analysis at a time defined by a schedule) without 

taking into account historical data, to monitoring the 

condition of equipment by collecting data and 

making data-driven decisions [3]. This takes into 

account a much larger amount of data, results of 

previous inspections, additional variables (for 

instance environmental conditions, vibrations, 

energy consumption). 

The amount of data generated by some IIoT 

devices and applications can be astonishing. 

However, not all of them are crucial for managing 

the production process. There is a common belief in 

industry that collecting large amounts of data 

guarantees success in subsequent analysis. The first 

stage is therefore the creation of a Big Data 

repository to which all potential information carriers 

will go, and in the second stage the number of 

recorded and analysed parameters is reduced. 

Due to the variety of available technologies and 

solutions, so far no universal standards have been 

developed that can be referred to when planning, 
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building and implementing new projects. Research 

shows that in the case of data exchange between 

industrial network nodes, the lack of standardization 

and interoperability is the primary element holding 

back the development of Industry 4.0 in enterprises. 

[4]. 

Most of the machines and production lines are 

controlled by the use of industrial computers or 

PLCs, and the configuration structure is strictly 

hierarchical. Unified communication protocols for 

data exchange used in enterprises, provide great 

opportunities for data access. However, they turn out 

to be insufficient for the advanced distribution of 

large data sets, not used strictly in the control process 

[5, 6]. 

Another element is the interoperability of the 

devices used. The communication protocol is largely 

defined by the enterprise control system. If there are 

Rockwell Automation controllers, the network is 

based on the EtherNet/IP standard [7]. In the case of 

SIEMENS S7 controllers, Profinet is used [8], and 

configurations with Mitsubishi controllers are based 

on CC-Link IE. Nowadays, due to economic crises 

and limited equipment availability, industrial plants 

cannot rely on a single technology provider. The 

industry expresses the need for open industrial 

communication technologies [9].  

The communication protocol is a set of standards 

and rules that allow for the exchange of data between 

devices. At the same time, it defines the method of 

establishing a connection, sending information 

packets, as well as interpreting the received data. In 

the context of Industry 4.0, the term is often used to 

describe the communication capabilities of various 

devices [10]. There is no doubt that openness to 

TCP/IP and Ethernet standards [11] is a forward-

looking approach and compatible with Industry 4.0. 

OPC UA [12] and MQTT [13,14] are often 

mentioned among the advanced communication 

systems that aspire to take over the role of a universal 

way of information exchange in Industry 4.0.  

However, they should not be understood only as 

protocols, but rather as end-to-end communication 

solutions. Additionally, a very popular standard that 

enables data acquisition from devices is Modbus 

TCP [11], which also finds numerous applications in 

IIoT applications [15-18]. 

 

2. THE SCOPE AND PUPROSE OF THE 

RESEARCH 

 

This article compares the communication 

between the SIEMENS S7-1200 PLC controller and 

the IIoT Platform - Nazca 4.0 (Fig. 1). Both 

solutions: enable data exchange (OPC, MQTT and 

Modbus TCP protocols), use the TCP/IP interface, 

do not require additional communication modules 

and the libraries for their operation (available 

natively - Nazca 4.0, or on the manufacturer's 

website - Siemens S7). 

NAZCA 4.0 is a cutting-edge, full-featured 

application for integrating production management 

systems in factories and enterprises. It allows 

combining the operation of machines within a single 

platform, optimizing the usage of electricity and 

other utilities and identifying production points that 

generate unnecessary costs [19]. 

The research carried out concerned only the 

reading of data from the controller as the main 

method of communication between the supervisory 

system and the process infrastructure in order to 

analyse the data. 

 

Fig. 1. Diagram of the configuration of data 

exchange devices and communication 

protocols within the performed tests 

 

For the purposes of the research, the following 

factors were taken into account: communication 

network model and bandwidth usage, stability and 

security of communication.  

 

2.1. OPC UA protocol 

The first generation of the OPC protocol (OPC 

classic), was released in 1996. It was designed to 

abstract PLC-specific protocols in a standardized 

interface to allow SCADA systems to access data 

from controllers of different manufacturers. 

OPC UA (developed by the OPC Foundation in 

2008) is the next generation standard as an update to 

the original for safe and reliable data exchange in 

industrial automation. Information sharing in OPC 

UA is based on the Client-Server model (Fig. 2).  

 

Fig. 2. Schematic representation of the data 

exchange using the OPC UA protocol 
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During the tests, temperature parameters and 

energy consumption (Tab. 1) of devices configured 

as OPC CLIENT were recorded. 

 
Table 1. List of OPC UA objects 

Object Variable ID 

TEMPERATURE T4, T5, T6 

POWER 

CONSUMPTION 
C1, C2 

 

In this solution, one of the devices is a server with 

appropriately modelled data and functionalities and 

after establishing connection, the client obtains read 

or read-write access.  

Servers can also provide information about data 

(structure, names) directly after being connected to 

the network. In addition, OPC UA has built-in 

cybersecurity functionalities and enables 

simultaneously connection encryption (Table 2). 

 
Table 2. List of advantages and disadvantages of the 

OPC UA protocol 

Disadvantages Advantages 

High bandwidth usage 

for full communication. 

Data encryption and 

certificates of reliability. 

The specification is very 

extensive and includes a 

number of functions, the 

implementation of which 

is optional. 

The ability to view OPC 

objects provided by the 

server (without the need 

to know the server 

configuration, which 

makes the 

implementation of the 

OPC client very easy). 

 Possibility of using cyclic 

(not recommended) and 

acyclic communication. 

 The ability to create 

separate subscriptions 

with different publishing 

times. 

 Possibility of connecting 

multiple clients at the 

same time. 

 

The OPC UA protocol requires a large number of 

packets to establish communication. Figure 3 shows 

the packet exchange between the server and the 

client during the connection establishment phase. 

This is the main shortcoming of the protocol in 

question, but a solution to the problem has now been 

developed. 

Before the first update of the OPC UA object 

state, the devices sent 23 packets and approximately 

7 KB of data. By configuring communication on the 

OPC UA client side, it is possible to group objects in 

different subscriptions (sending notifications about a 

change in object data value). 

OPC UA optimizers are also available on the 

market to improve the performance of certain 

operations. Optimizers are implemented as a 

configurable plugin in each instance of the web 

object. 

 

 

Fig. 3. Data packets exchange in the phase of 

establishing the connection of the OPC UA 

protocol 

 

This optimizes the bandwidth usage is presented 

in Figure 4. 

 

Fig. 4. Exchange of data in the case of 

reading one variable 

 

The notifications are transported in OPC UA 

Publish Response packets and contain only those 

subscription objects that have changed the value. 

A single change of 500 variables, within a single 

subscription, requires new values to be queried twice 

(Fig. 5).  

For one variable of the INT type (2 bytes), the 

response frame contains 188 bytes, and for 500 

variables of this type (1000 bytes), the double 

response frame contains 2208 bytes. The queries are 

again 128 bytes and the full communication is 2.5 

KB. 

 

Fig. 5. Exchange of data in the case of 

reading 500 variables. 

 

OPC UA clients can use the ReadRequest and 

ReadResponse packets for cyclical communication 

(not recommended), but also for testing the 

connection to the server.  

These packets are small and sent at relatively 

long intervals (in the example below, 10 seconds), 

without significant impact on bandwidth usage. 

Figure 6 shows the exchange of data using 

ReadRequest and ReadResponse packages. 

A high level of cybersecurity is ensured by 

encryption (SSL/TLS) and authentication (username 

and password) from the level of data acquisition and 

public key.  
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Fig. 6. Exchange of data using ReadRequest 

and ReadResponse packages 

 

2.2. MQTT protocol 

MQTT is a communication protocol developed 

in 1999, based on the Public-Subscribe model and it 

enables the effective exchange of information 

between different devices. MQTT is designed as a 

lightweight protocol - which means that it does not 

require a large amount of computing resources to 

process received and sent data. This is especially 

important in automation components with a low 

processor power (e.g. sensors, actuators). In the 

Public-Subscribe model, devices that receive and 

publish data are unaware of each other’s presence. 

Each device only connects to a communication 

broker, which is the central element of 

communication. The information is then published 

on special channels called topics.  

Additionally, the communication can be secured 

by TLS and the connection to the broker can be 

realized using a static IP address or a domain name. 

 

Fig. 7. Schematic representation of the data 

exchange using the MQTT protocol 

 

After establishing a connection via TCP/IP, a 

session is created at the level of the MQTT protocol 

between the subscriber and the broker, using two 

connect commands (Command and Ack), 174 bytes 

in total (Figure 8). 

 

Fig. 8. Data packets exchange in the phase of 

establishing the connection of the MQTT 

protocol 

 

Data within the MQTT protocol is sent with 

messages of the Publish type. First from server to 

broker, then from broker to subscribers. Each 

package is associated with a topic name. This is a 

hierarchical namespace that defines the information 

and therefore the subscribers who will receive the 

data package. Figure 9 shows the publication of one 

INT variable with a transfer of only 64 bytes. The 

packet is sent acyclically, only when the variable 

value is changed. 

 

Fig. 9. Exchange of data in the case of 

reading one variable 

 

The transmission of 1000 bytes within one topic 

was associated with the transmission of one packet 

of 1062 bytes (Fig. 10). Compared to sending one 

variable of type INT, only the data field has 

increased (from 2 to 1000 bytes), and the rest of the 

packet format remains the same. 

 

Fig. 10. Exchange of data in the case of 

reading 1 kb of data 

 

To test the connection to the broker, MQTT 

subscribers use the PingRequest and PingResponse 

packages. These packets are small and transmitted at 

relatively long intervals (less than 18 seconds in the 

example in Figure 11) with no significant impact on 

network bandwidth. Table 3 summarizes the 
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advantages and disadvantages of the MQTT 

protocol. 

 

Fig. 11. Exchange of data using PingRequest 

and PingResponse packets 

 
Table 3. Summary of advantages and disadvantages 

of the MQTT protocol 

Disadvantages Advantages 
The broker is a 

communication 

bottleneck (for larger 

scale solutions, broker 

hubs can be used). 

MQTT is a very 

lightweight protocol with 

a low transport load and 

low demand for network 

bandwidth. 

Vulnerability to failures 

(a centralized broker is a 

key communication 

element). 

Security - TLS / SSL 

support for encrypting 

connections between 

devices and the broker. 

No search function for 

the broker or available 

topics - it is necessary to 

know the structure of 

access to data. 

The Quality of Service 

(QoS) parameter, which 

is used to guarantee the 

reliability of 

communication. 

The names of the topics 

are arbitrary - in the 

absence of 

standardization / 

documentation, it is 

difficult to define what is 

behind them. 

The ability to assigning 

permissions (on the 

broker side) for each 

topic separately. 

 Acyclic communication. 

 Publish-subscribe model 

enabling high scalability. 

 

The basic element securing communication is the 

authentication mechanism (publication, 

subscription) with the use of username and 

password, as well as encrypts messages by SSL/TLS 

and QoS (different levels of message delivery 

reliability): 

• QoS 0 (at most once) - the receiver of the 

message does not send the acknowledgement 

packet; the message is delivered once or not at all 

(in case of communication problems) and is not 

saved on the sender's side, 

• QoS 1 (at least once) - after receiving the packet, 

the receiver sends an acknowledgment packet; 

the message is stored on the sender's side and sent 

until the sender receives an acknowledgment that 

the packet was received; the service guarantees 

the delivery of each package at least once (it can 

be delivered multiple times when there is a 

problem with the confirmation package), 

• QoS 2 (exactly once) - after receiving the packet, 

the receiver sends an acknowledgement packet; 

the message is stored on the sender's side and sent 

until the sender receives an acknowledgment that 

the packet was received; a more advanced 

acknowledgment sequence for receiving packets 

ensures that each packet is published exactly 

once. 

In the event of loss of communication, the 

functionality of notifying interested subscribers is 

available, as well as automatic reconnection after the 

return of the subscriber and sending the lost 

messages.  

 

2.3. Modbus TCP protocol 

The Modbus TCP protocol was developed in 

1979 by Modicon, and thus is one of the oldest 

digital transmission protocols used in industrial and 

building automation. It is the equivalent of Modbus 

RTU, but for communication it uses the TCP 

protocol (on port 502). It belongs to the master-slave 

family, which means that only one device can 

generate network traffic, and the other devices can 

only respond or take actions related to transmitted 

request. Variables are mapped as registers, where the 

device manufacturer defines the table according to 

which the appropriate parameters are assigned 

registers with read or read-write permissions. It is 

possible to group registers. 

 

Fig. 12. Schematic presentation of the data 

exchange using the Modbus TCP protocol 

 
Table 4. List of MODBUS TCP protocol map 

variables 

Address Description Variable ID 

18458 Current intensity I1 

18460 Current intensity I2 

18462 Current intensity I3 

18476 Total Active Power - 

18478 Total Reactive Power - 
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Slave devices are passive, sends responses only 

when a value is queried. Variables are read cyclically 

using Query and Response packets containing 

information about registers. Although the query for 

a single parameter of the INT type requires only 131 

bytes to be transmitted, in the case of slow-changing 

registers, cyclic communication significantly affects 

high usage of bandwidth. This is due to the 

continuous acquisition of the same value. 

 

Fig. 13. Exchange of data in the case of 

reading one variable 

 

Observing 250 REAL variables (1000 bytes) 

within one group, required querying four times for 

successive registers. Each response packet can 

contain a maximum of 250 bytes. One-time refresh 

of the variable values, in this case, is 8 packets and 

1.5kB of data (Fig. 14). In the case of the Modbus 

TCP protocol, it is only possible to limit the 

communication to the specified IP address, but it is 

not possible to encrypt data. 

 

Fig. 14. Exchange of data in the case of 

reading 1 kb of data 

 

Table 5 summarizes features of the Modbus TCP 

protocol. 

 
Table 5. Summary of advantages and disadvantages 

of the Modbus TCP protocol 

Disadvantages Advantages 

Addressing limited to 

247 devices, which 

reduces the number of 

devices that can be 

connected to the Master. 

Interoperability - a very 

large number of 

measuring devices 

supporting the Modbus 

TCP/IP protocol. 

 

Slaves cannot report 

information without 

being queried by the 

Master device. 

The specification is 

available for download 

free of charge and no 

license fees are required 

for using the Modbus 

TCP/IP protocol. 

No protection against 

unauthorized commands 

or data interception. 

Built-in diagnostics - a 

defined communication 

timeout that occurs 

between the client and 

the server; an error 

occurs when 

communication is 

broken. 

No data encryption. Ease of implementation 

and commissioning. 

  

3. SUMMARY 

 

The ongoing technological transformation forces 

a change in the production management architecture 

and the transition from linear communication 

processes to networks of connections of devices and 

systems. It is necessary to ensure a high level of 

operational autonomy of system elements and the 

possibility of distributed decision-making based on 

the current state of production [20]. The use of the 

IIoT, as well as Big Data processing mechanisms, is 

key factor in digital transformation. Production 

becomes more flexible and manufacturers are able to 

fulfil customized orders faster and cheaper than 

before [2]. 

Many communication protocols can be used in 

similar a scenario which does not mean that they are 

ideal for a given application. The problem is not in 

choosing a specific protocol, but in understanding 

the differences in data exchange. 

The issue of the number of packets and bytes is 

relevant for heavily loaded networks with low 

bandwidth. When using high-speed networks, it is 

only necessary to analyse the number of data bytes 

(not the number of packets sent) as they are a critical 

indicator in slow networks.  

Figure 15 shows a comparison of the number of 

packets sent by two devices involved in 

communication during sending one variable of the 

integer type. In the case of MQTT, the publication of 

a single value is only 64 bytes, while in the case of 

OPC it is almost 5 times more. 

 

Fig. 15. Number of bytes transferred between 

devices when sending a single integer value 

 

Figure 16 shows a comparison of the number of 

packets sent by two devices participating in 

communication when sending 1000 bytes of data 

(e.g. 250 floating point values). Again, the OPC 

protocol requires the largest number of 

communication packets to be sent, but in this case it 

is only 60% more packets than in the MQTT 

protocol. 
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Fig. 16. Number of bytes transferred between 

devices when sending 250 floating point 

values (1000 bytes) 

 

Given that the Fourth Industrial Revolution 

requires the collection and analysis of large data sets, 

it is very important to reduce bandwidth 

requirements. As far as this is concerned, the MQTT 

protocol is the best solution, no matter if single 

values or large packets of data from measurement 

devices are sent. 

MQTT is designed to be lightweight and energy 

efficient. For this reason, there is no implemented 

search for the topic or broker where the message is 

published. However, it is necessary for the 

subscriber to know the structure before establishing 

the communication. MQTT is suitable for 

transmitting data between devices with minimal 

functionality and for transmitting over unreliable 

networks with low bandwidth and high latency. 

Thanks to these features, MQTT plays a key role in 

IIoT and M2M communication [21]. 

OPC UA is a complete architecture in which the 

communication protocol is only part of it. The OPC 

UA allows all network nodes, methods and data 

structures to be monitored. Communication can be 

based on both a subscription model and a client-

server model and is compatible with various 

operating systems. It allows data encryption and 

supports certificates of reliability. If the goal is to 

share data from a PLC or a robot, it is easiest to do 

with OPC. 

The Modbus TCP protocol is the most widely 

used communication protocol in the case of 

measuring devices (the first widely accepted 

communication standard). It is very easy to 

understand and implement also for machine builders 

who are not programmers. It is perfect for reading 

fast-changing values, where cyclical data collection 

is required (e.g. electrical network analysers, 

compressed air flow meters). 

Many manufacturing plants have chosen a 

protocol based on the architecture that exists in their 

production environment. If they have a SCADA 

system, they usually use OPC UA. However, when 

purchasing new equipment or looking to make a 

digital transformation, it is worth considering 

devices with the MQTT protocol.  
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